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Abstract. To date the most popular and sophisticated types of virtual worlds can be found in
the area of video gaming, especially in the genre of Massively Multiplayer Online Role Playing
Games (MMORPG). Game developers have made great strides in achieving game worlds that
look and feel increasingly realistic. However, despite these achievements in the visual realism
of virtual game worlds, they are much less sophisticated when it comes to modeling face-to-
face interaction. In face-to-face, ordinary social activities are ‘“‘accountable,” that is, people
use a variety of kinds of observational information about what others are doing in order to
make sense of others’ actions and to tightly coordinate their own actions with others. Such
information includes: (1) the real-time unfolding of turns-at-talk; (2) the observability of
embodied activities; and (3) the direction of eye gaze for the purpose of gesturing. But despite
the fact that today’s games provide virtual bodies, or “‘avatars,” for players to control, these
avatars display much less information about players’ current state than real bodies do. In this
paper, we discuss the impact of the lack of each type of information on players’ ability to
tightly coordinate their activities and offer guidelines for improving coordination and, ulti-
mately, the players’ social experience.
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1. Introduction

Although “virtual worlds™ — persistent 3D digital environments populated by
thousands of users — have been envisioned since at least the 1980s in science
fiction novels such as William Gibson’s Neuromancer (1984) and later Neal
Stephenson’s Snow Crash (1992), it is only recently that they are beginning to
be realized with ubiquity of powerful PC graphics cards and the increasing
availability of broadband internet access. To date the most popular type of
virtual worlds can be found in the area of video games, especially Massively

“They come here to talk turkey with suits from around the world, and they consider it just as good as a
face-to-face. They more or less ignore what is being said—a lot gets lost in translation, after all. They pay
attention to the facial expressions and body language of the people they are talking to. And that’s how
they know what’s going on inside a person’s head—Dby condensing fact from the vapor of nuance.” —Neal
Stephenson, Snow Crash, 1992
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Multiplayer Online Role Playing Games (MMORPG). Such games include
Ultima Online, EverQuest, Lineage, Star Wars Galaxies, City of Heroes,
World of Warcraft just to name a few. Other similar massively multiplayer
virtual worlds that emphasize socializing over ‘““‘gaming” include Second Life
and There. Today millions of people interact on a daily basis in these virtual
worlds (Woodcock, 2005). On average, players spend 20 or more hours in
these environments per week (Yee, 2005).

Player-to-player interaction is central to the experience of virtual worlds.
What sets them apart from other computer games is that players can
adventure in a world that is inhabited by other players. Game play is fun-
damentally social in nature, and game worlds are designed to encourage and
facilitate social interaction among players. The social interactions that
players have and the social networks they build up are what make virtual
worlds “‘sticky” and are believed to be what enables game worlds to retain
players long-term (Bartle, 2003).

Unlike the earlier text-based Multi-User Dungeons (MUDs; see Curtis,
1992; Bartle, 2003), today’s massively multiplayer virtual worlds combine
rich 3D environments and “‘avatars” (or virtual bodies) with text-chat sys-
tems (similar to Internet Relay Chat or Instant Messaging) which players use
to “talk” to one another. The result is a form of virtual social interaction that
has been purposefully designed to resemble face-to-face conversation in
many ways (see Figure 1). Avatars can approach each other, face each other,
gesture to each other, in some cases exchange facial expressions, and more.

Figure 1. Avatar-mediated interaction in Star Wars Galaxies (left) and EverQuest II
(right).

A major trend in the game industry overall is the push toward increasing
realism in virtual game worlds.! Game developers have made great strides in
achieving game worlds that look and feel increasingly like the real world. They
are doing this by modeling environments with realistic landscapes and objects,
by building physics engines that simulate physical forces, by simulating lighting
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and shadow effects, by modeling avatars after the human anatomy, by cap-
turing and transferring the motion of real human bodies to avatars, and more.
This is not to say that the goal is to make everything realistic. Of course, much
of the fun comes from environments, characters, objects, and actions that are
fantastic. As in live-action fantasy and science fiction movies (e.g., the Star
Wars or Lord of the Rings movies), the goal is to create an experience of a world
that is both familiar and fantastic. For example, Luke Skywalker can move
objects with his mind and Frodo Baggins can become invisible, yet they both
walk and talk pretty much like ordinary real people.

But despite their ever-increasing visual realism, today’s virtual game
worlds are much less advanced in terms of their interactional sophistication.
This lag in the sophistication of social interaction systems is no doubt due to
the fact that developers have only started to grapple with questions of how
human-to-human interaction works and how it should be modeled relatively
recently with the emergence of MMORPG genre of games which emerged in
the late 1990s. Avatars are currently rather crude in terms of the level of
information they communicate to others about a player’s current state.

Although past studies have cautioned that “‘the straightforward transla-
tion of human physical embodiments into CVEs [Collaborative Virtual
Environments] (however detailed) are likely to be unsuccessful, and indeed
misleading...” (Hindmarsh et al., 2001, p. 135), game developers are
nonetheless aiming for social interaction systems modeled after the real
world. In virtual worlds built for entertainment, simulating features of the
real world can be critical for the aesthetic experience in ways that are
perhaps less relevant in virtual environment build for work. We see this
renewed effort to create some level of “‘realism” in interaction as an exciting
challenge for research and design. It raises many interesting questions: how
can the affordances of face-to-face interaction be simulated in virtual
worlds in such a way that their coordination and enjoyment are increased?
Which features of real life can be adapted? Which ones cannot? And how
can the rules be bent in order to create a player “experience of realism”
without necessarily following the real world exactly? Furthermore, as vir-
tual worlds are used more and more as simulations for training real-world
skills,? solving the technical challenges in simulating face-to-face interaction
will become increasingly important.

Success in creating an avatar interaction system that looks, feels, and be-
haves realistically to players will require a technical understanding of real-life
face-to-face. To this end, the fields of conversation analysis and ethno-
methodology (Garfinkel, 1967; Sacks et al., 1974; Garcia and Jacobs, 1999),
should be particularly useful in guiding virtual world design because they
uncover the mechanics of real-life social interaction empirically and at the
right level of granularity, that is, the level of embodied actions on a turn-by-
turn basis. In this paper we examine the current state-of-the-art of social
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interaction systems in massively multiplayer virtual worlds and offer design
guidelines for increasing their effectiveness.

2. Methods

This study employs the methods of video-based conversation analysis (Sacks
et al., 1974) that are grounded in virtual ethnography (Lyman and Wakeford,
1999; Hine, 2000; Miller and Slater, 2000; Mason, 1999; Rutter and Smith,
2005). We began by gaining a player’s perspective through participant
observation in several virtual game worlds including: Star Wars Galaxies
(SWG), World of Warcraft (WoW), EverQuest 11 (EQ2), EverQuest Online
Adventures (EQOA), Second Life (SL), and There. What each of these systems
has in common is that they are massively multiplayer persistent worlds in
which players interact with each other primarily by using 3D avatars and text
chat. We played the games on a regular basis (sometimes for as much as
12 hours a week), learned the game lingo and practices, observed active public
spaces, grouped with other players, formed online friendships, joined and
started player guilds, and more. As with most virtual ethnographies, we
studied the players through the personae they project into those worlds, rather
than as their real-life personae. Mason (1999, p. 63) describes the approach:

A virtual ethnography is one that fully immerses the ethnographer into the
consensual reality experienced by groups of people who use computer-med-
iated communication as their primary, and often only, means of communi-
cation. As such, the online or virtual personae of the participants are the main
focus of the ethnographer. Generally, researchers have wanted to focus on the
person at the keyboard; a virtual ethnography reverses this and works instead
with the persona that has been projected into cyberspace by the typist.

Just as we have adapted the use of ethnographic methods to the study of
virtual worlds, so too have we adapted the methods of ethnomethodology
and conversation analysis. These fields are concerned with how people
organize and achieve recognizable social activities, such as ‘“‘taking turns in
conversation” or ‘‘standing in a service line,” through their concrete
embodied actions, and especially through their talk (Garfinkel, 1967, 1988;
Heritage, 1984). The aim of analysis is twofold: to identify the generic sys-
tematic features of social action and interaction and to explain how these
features are uniquely accomplished on particular occasions (Heritage, 1984;
Schegloff, 1987; Zimmerman, 1988).

Ethnomethodology and conversation analysis have been used to under-
stand face-to-face interaction (Goodwin, 1979; Schegloff, 1998) as well as
technologically mediated interaction including the telephone (Schegloff,
1968; Whalen et al., 1988), video conferencing (Ruhleder and Jordan 2001),
push-to-talk telephones (Szymanski et al., forthcoming), internet relay chat



DOING VIRTUALLY NOTHING 269

(Garcia and Jacobs, 1999; Vallis, 1999), and avatar-based online interaction
(Bowers et al., 1996; Hindmarsh et al., 1998, 2001).

Both ethnomethodology and conversation analysis use detailed transcripts
of recordings of naturally occurring activities in order to discover their
endogenous, local organizations. The transcription conventions used were
initially developed by Gail Jefferson to capture many details of talk, espe-
cially the timing of turns-at-talk relative to one another. Later others elab-
orated the system to include the capturing of gesture and embodied conduct
(Goodwin, 1979, 1986; Streeck, 1993; Hindmarsh and Heath, 1999). For
interaction in virtual worlds, transcription is somewhat different. All of the
interaction systems examined in this paper use primarily text chat instead of
voice. Because the phenomenon itself is textual, the chat does not need to be
“transcribed” per se. In fact, some game clients conveniently enable the user
to capture the chat log, complete with the timestamps for each posted mes-
sage, to a file. However, automatically generated system logs never capture
all of the features of the interaction that are relevant for analysis. For
example, as Garcia and Jacobs (1999) point out for IRC, the chat logs fail to
capture the temporal dimension of composing a chat message. The log merely
records the final message that is posted to the server. Furthermore, current
chat logs do not capture most of the avatar actions, especially movement
through space, or user interface actions. To capture these details, system logs
must be manually annotated with additional detail by using screen-capture
video recordings.

For this study, we recorded over 200 hours of screen-capture video. We
collected video from our own characters’ perspective as we conducted the
ethnographies. In most cases, other players were not aware that we were
researchers. Conversely, in all cases, we were not aware of the real-world
identities of the players, only their in-game pseudonyms and personae.
Gaming sessions were recorded with a Mini-DV camera connected to the
video-out port of the PC’s graphics card. Tapes were later converted as
MPEG-2 video. We used this method, rather than capturing the video
directly to the hard disk because it enabled us to capture multiple hours of
video easily without having to worry about quickly filling up hard drives.
The videos were reviewed and collections of salient phenomena were made
following conversation analytic practice. Phenomena of interest included
the mechanics of avatar interaction (e.g., chat, gestures, facing, eye gaze,
facial expression), grouping sequences, coordinated travel and combat,
player-hosted events, ‘“role playing” techniques, and more. While our
methods confirm the recurrence of many of the phenomena observed, it
does not allow us to make precise statements about generalizability since
relative frequencies were not computed nor a systematic sample drawn
(Schegloft, 1987).
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3. Background

Research on social interaction in a variety of settings — face-to-face, Internet
Relay Chat, Collaborative Virtual Environments, and mediated communi-
cation more generally — is relevant for understanding social interaction in
virtual worlds. Many observations and findings from these settings apply to
virtual worlds, yet the latter also represents a unique domain in its own right.
Although there is a growing literature on virtual worlds (Castronova, 2001;
Bartle, 2003; Taylor, 2003), few studies focus on the mechanics of the social
interaction systems in these virtual worlds (Brown and Bell, 2004).

3.1. COLLABORATIVE VIRTUAL ENVIRONMENTS: BLOCKIES ARE GROWING UP

Early research on “Collaborative Virtual Environments,” or CVEs (Benford
et al., 1994, 1997; Bowers et al., 1996; Hindmarsh et al., 1998, 2001) exam-
ined a new kind of three-dimensional social space with new systems of social
interaction. CVEs were designed primarily for work and involved multiple
users (up to 64 according to Robinson et al., 2001), crude avatars dubbed
“blockies,” and voice communication. A decade later MMORPGs have
exploded onto the video game scene. Unlike early CVEs, MMORPGs are
designed primarily for play and of course can support many more simulta-
neous users (up to several thousand players per server). In addition, the
avatars are much more sophisticated in appearance, often with animations
produced through the motion capture of human bodies, and tend to use text
chat instead of voice for conversation. Because millions of gamers and online
socializers have been participating in these worlds for several years, complex
cultures concerning in-world conduct have emerged.

Drawing on insights from the analysis of face-to-face interaction, the CVE
literature identified several fundamental questions regarding social interac-
tion in virtual worlds. They include: how is turn-taking in voice conversation
organized? How are references to virtual objects in the environment
accomplished (e.g., through avatar pointing)? How are avatar orientation
and gesturing used communicatively? How can users determine where
another user is looking in the environment? How are technical failures and
interruptions from the real world interpreted and managed? In each area the
CVE literature begins to articulate differences between social interaction in
real life and in certain virtual environments, identifying obstacles to inter-
action in the latter. A central aim of this study is to address the question, how
is life in virtual worlds changing as “blockies” are growing up? What has
changed in the new massively multiplayer environments and what issues re-
main?

One key observation of early CVEs was that the ““blockies” were poor at
conveying one’s on-going activities to others (Benford et al., 1997).



DOING VIRTUALLY NOTHING 271

Consequently, ““...it is problematic for individuals to design and tailor their
actions for co-participants, as they have little sense of how they are engaged
in, or orienting to, the ongoing activity”” (Hindmarsh et al., 1998, p. 8). For
example, in one environment it was not possible for an on-looker to distin-
guish a user placing a virtual lamp in a particular spot from temporarily
setting it down in the course of moving it (due to limitations of the interface;
Hindmarsh et al., 1998, p. 7). Yet in face-to-face, an actor can “‘display the
temporary nature of its setting-down through their visual conduct and de-
meanor”’ (Hindmarsh et al., 1998, p. 7). Conveying such on-going activity
not only enables others to make sense of that activity but also to coordinate
their actions more seamlessly. Information about a user’s current activity can
give clues about the individual’s “availability for interaction. The aim here is
to convey some sense of how busy or interruptable a person is” (Benford
et al., 1994, p. 658). In this paper we explore and expand this idea of
“conveying information about activity’” in the context of entertainment-
related massively multiplayer virtual worlds. We begin to answer the
question, to what level of granularity do player activities need to be repre-
sented publicly in order to adequately provide for their accountability and
tight coordination?

3.2. ETHNOMETHODOLOGICAL ACCOUNTABILITY

As the CVE literature has demonstrated, ethnomethodology and conversa-
tion analysis (Bowers et al., 1996; Hindmarsh et al., 1998, 2001) provide
many useful concepts and findings in understanding avatar-mediated inter-
action. A major concept in ethnomethodological theory is that of
“accountability.” Garfinkel (1967, p. 1) writes, the central recommendation
of ethnomethodological studies ““...is that the activities whereby members
produce and manage settings of organized everyday affairs are identical with
members’ procedures for making those settings ‘account-able.”” In other
words, a key feature of the shared methods for enacting ordinary social
settings is that they also provide for the recognizability of those settings to
other members on the scene. Lynch (1993, pp. 14-15) elaborates this idea by
breaking ethnomethodological accountability down into six sub-claims: (1)
that social activities are orderly and that this orderliness is; (2) observable; (3)
ordinary; (4) oriented; (5) rational; and (6) describable. While we will not
review each of these points, there are two that are especially useful for
understanding avatar interaction. First, the orderliness in real-life social
activities is ““observable” (#2): “The orderliness of social activities is public;
its production can be witnessed and is intelligible rather than being an
exclusively private affair” (Lynch, 1993, p. 14). In other words when mem-
bers merely observe the actions of other members, they can recognize their
sense, to varying degrees. Second, this sense or orderliness is ““oriented” (#4):
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“Participants in orderly social activities orient to the sense of one another’s
activities, and while doing so they contribute to the temporal development of
those activities” (Lynch, 1993, pp. 14-15). That is, participants orient their
own actions to the publicly observable sense of the other participants in the
setting. It is this publicly displayed sense of one’s actions that matters for
interaction and not what one privately intends to be doing. This is not to say
that this sense-making and the resulting actions are never problematic. Ra-
ther as Garfinkel (1967, p. 1) argues that social settings are “an endless,
ongoing, contingent accomplishment’: at any step troubles in understanding
can become evident and eventually repaired (see Schegloff, 1992). In addi-
tion, an observer’s ability to understand an activity depends in part on his or
her competence in the practice in question. For this reason, our direct par-
ticipation in the game worlds and communities as part of the virtual eth-
nography was crucial.

Conversation analysis (Sacks et al., 1974) deepens the concept of
“accountability”” with the concept of ‘“‘projectability.”” It shows that the
accountability of real-life social activities enables participants to achieve
tight coordination in interaction. For example, Sacks et al. (1974, pp. 707—
708) observe that in ordinary English conversation, at the place where turn
transition tends to occur, there tends to be minimal overlapping talk and
minimal gaps between turns. In other words, the participants are good at
starting their next turns at just the right time. How is this possible? Sacks
et al. (1974, pp. 707-708) show that such tight coordination in turn-taking is
possible because a variety of features of turns-at-talk make them ‘“‘project-
able.” That is, by observing early parts of an unfolding turn-at-talk, other
participants can see who (if anyone) the turn selects as the preferred next
speaker and where it is likely to end based on “‘turn constructional units,”
such as, words, phrases or clauses. Thus, turns-at-talk are not only
accountable in a general sense, but they are also projectable in a more fine-
grained sense.

Not only are turns-at-talk projectable but so too are nonverbal gestures.
For example, by observing the early stages of a pointing gesture, recipients in
the situation can begin to predict in advance in what general direction it will
go and what the likely referent will be and thereby begin to design their
responses and deliver them with precision timing. Similarly Streeck (1995,
p. 104) shows for iconic, or descriptive, gestures that “‘they preface speech
units and prefigure the concepts communicated by them. They thus enable
recipients — in varying degrees and depending upon contextual information
provided by prior talk — to anticipate conceptual profiles of subsequent talk.”
Thus the real-time unfolding of gestures is as crucial to that of talk in en-
abling participants to achieve tight coordination in interaction.

So ethnomethodology and conversation analysis provide some concepts
for understanding how intersubjectivity and tight coordination are possible
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in real-life face-to-face interaction. In subsequent sections, we will argue that
intersubjectivity and tight coordination in virtual worlds likewise depend on
the public observability of on-going player actions.

3.3. MEDIATED COMMUNICATION AND AWARENESS

While what participants are doing with their bodies in a face-to-face social
setting is observable and therefore accountable, this is not the case in med-
iated communication. In forms of social interaction that are mediated by a
technology (e.g., telephone, mobile phone, email, instant messaging), par-
ticipants have varying degrees of access to what the other is doing in his or
her physical environment. So for example with telephone interaction, a
speaker can hear a recipient’s voice in real time, but cannot see what else the
recipient might be doing or who else he might be interacting with. In addi-
tion, in deciding to make the call, the caller generally cannot see if the desired
recipient is currently busy with another activity (e.g., eating dinner) in order
to determine to what degree he or she is available. Hence when face-to-face
with the other, a speaker can better interpret what a recipient is currently
doing and can minimize interruptions or mitigate their impacts. “Ethno-
graphic studies of co-located cooperative work show that people tacitly and
unobtrusively align and integrate their activities in a seamless and highly
sophisticated manner without interrupting each other” (Schimdt, 2002, p.
292; see also Heath and Luff, 1992). However, in mediated situations this is
harder or in many cases impossible.

Research on computer-supported cooperative work (CSCW) shows that
“awareness”’ information is critical for the success of systems that support
remote collaboration (Dourish and Bellotti, 1992). In this context, ““aware-
ness is the understanding of the activities of others, which provides a context
for your own activity” (Dourish and Bellotti, 1992). For example, joint video
feeds in distributed locations can enable one to see who is around and what
they are doing (Dourish and Bly, 1992; Bly et al., 1993), multi-user text
editors can enable one to see who is currently editing a document and how
they are changing it (Dourish and Bellotti, 1992), and buddy lists in instant
messaging systems can enable one to see who is “around,” or online, and
therefore possibly available for interaction (Nardi et al., 2000).

Social interaction in MMORPGS is of course an instance of computer-
mediated communication and as such, it involves two different kinds of
awareness information: (1) “‘real-world,” or what a player is currently doing
in the physical world and (2) “in-game,” or what a player is currently doing
in the virtual world. For example, when initiating a chat conversation with
another player, one may be interrupting a real-world conversation the player
is having with a family member or an in-game conversation the player is
having with a third player. Ideally it would be useful for a player who is
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about to initiate a conversation to know if the recipient is currently busy in
the real world or in the game world. However, the strategies for providing
these two types of awareness information are very different. Real-world
awareness information, because it is external to the system, requires the use
of sensors to monitor the player’s physical environment. On the other hand,
in-game awareness information is internal to the system itself and so sensing
is not an issue, only how to present player-activity information to other
players. In today’s virtual worlds, like in earlier CVEs (Bowers et al., 1996),
little of either type of awareness information is usually made available to
players.

In the following sections, we put aside the issue of providing real-world
awareness cues and instead show why relaying in-game awareness informa-
tion about a fellow player’s current on-going activities in the game world is
vital for managing player-to-player interaction. We argue that several par-
ticular types of in-game awareness information are crucial for making fellow
players’ actions publicly accountable. In the absence of this information, a
fellow player’s actions can be difficult to make sense of in a fine-grained way
and tight coordination with his actions can at times be impossible.

4. Findings

In real-life face-to-face, participants use a variety of kinds of observational
information about what others are doing in order to interpret others’ actions
and design appropriate responses. In other words, accountability and tight
coordination depend on participants’ access to these kinds of observational
information. Three important types of such information are: (1) the real-time
unfolding of turns-at-talk; (2) the observability of embodied activities; and
(3) the direction of eye gaze for the purpose of gesturing. But despite the fact
that today’s virtual worlds provide virtual bodies, or ““avatars,” for players to
control, these avatars display much less information to other players than
real bodies do. For example, they only partially display the three kinds of
information listed above or not at all. Below we discuss the impact of the lack
of each type of information on players’ ability to tightly coordinate their
activities.

4.1. REAL-TIME UNFOLDING OF TURNS-AT-CHAT

In face-to-face conversation, you can hear the talk of a co-participant as it
unfolds in real time. Consequently, you can do things like wait until the turn
has finished, anticipate precisely when it will end and start your turn there,
see where the turn is going, and correct it mid-course. In other words, turns-
at-talk are “‘projectable” (Sacks et al., 1974). For example, the following
transcript (from one of the author’s other studies) is of a real-life face-to-face
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interaction over the service counter at a quick-print shop in which a customer
places an order for a bound document.

(1) Real-Life Face-to-face: Quick-Print Shop

01 Emp: Can I help you?

02 (0.2)

03 Cus: Yeh.

04 (0.4)

05 Cus: I wan’ to uh:

06 (1.2) ((puts down stack & removes top sheets))
07 Cus: thro::w [(0.4) this into a binder.

08 Cus: [((flips thru top sheets

09 (0.3)

10 Emp: M’ kay?

11 (0.5)

12 Emp: What type uh:,

13 (0.2)

14 Cus: Whadda ya [got.]

15 Emp: [Jst Juh (0.2) just a regular
16 [binder?]

17 Cus: [Yeah. S]omething tha’ just uh:

18 Emp: Like uh three ho:le,=

19 Cus: =Well actually I was thinkin’of- just
20 Cus: sorta [uh]

21 Emp: [or] binding.

22 (0.1)

23 Cus: Yeah binding. [°Some sort of] binding.®
24 Emp: [ Okavy. ]

Conversation analysis has shown that a generic feature of real-life social
interaction is that gaps and overlaps between turns are minimal (Sacks et al.,
1974). Short gaps of around 0.2 seconds are common (lines 02, 09, 13 and
22); no gap occasionally occurs (lines 18-19); and small overlaps are not
uncommon (lines 14-15, 15-16, 20-21 and 23-24). In fact, in real life, one
second is considered the “maximum standard” length of a pause within
conversational sequences (Jefferson, 1989; this does not apply between se-
quences as in the case of “continuing states of incipient talk” Schegloff and
Sacks, 1973). In general the ordinary pace of a conversation is marked by
pauses between turns of less than one second. When pauses last longer, they
become noticeable as possible indications that something else is going on.
For example, the 1.2-second pause at line 06 is noticeable for its length, yet is
accountable as a delay caused by the speaker manipulating his document
which he begins to flip through precisely when he says, “this’ (lines 08—09).
In other words, turn-taking in real-life conversation tends to be tightly
coordinated and fast, which is made possible by the projectability of turns-
at-talk. By hearing a turn unfold in real-time, a hearer can anticipate where
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the turn is likely to end and can start his or her turn promptly at the next
“transition relevance place” (Sacks et al., 1974). In addition, because one can
hear that a current speaker is taking a turn on a particular topic, he or she
can refrain from talking at the same time and introducing a new topic until
the current topic is closed. In other words, speakers tend to achieve one
speaker at a time (Sacks et al., 1974) and one topic at a time.

In virtual worlds this kind of projectability and tight coordination
among turns-at-chat is usually not possible. Most virtual worlds employ a
text-chat system very similar to IRC or IM in which you cannot see a
player’s turn unfold in real time (Garcia and Jacobs, 1999; Herring, 1999;
and also Cherny, 1999). In IRC the construction of chat messages is private
and only becomes public all at once when the player presses the ENTER
key. This simple feature makes the organization of turns and sequences
dramatically different from voice interaction as Garcia and Jacobs (1999)
demonstrate: you cannot achieve “one speaker at a time,” pairs of actions
(e.g., question-answer, greeting-greeting) become interspersed with other
pairs, lengthy pauses develop between pairs, turns are not repaired by
others mid-course, and more. Because they employ IRC-style messaging
systems, chat in today’s virtual worlds exhibits all of these organizational
characteristics.

Pavel Curtis (1997) describes some of these features of conversation in
MUDs. First, the pace of chat conversations is slower than that of face-to-
face conversation. “The most obvious difference between MUD conversa-
tions and those in real life is that the utterances must be typed rather than
simply spoken. This introduces significant delays into the interaction and,
like nature, MUD society abhors a vacuum™ (Curtis, 1997). Such delays are
not simply caused by slow typing, but also by the fact that you cannot see
another player constructing his or her turn. Second, unlike face-to-face
conversation, chat conversations tend to have multiple topics or threads
progressing simultaneously within the same conversation.

Even when there are only two participants in a MUD conversation, it is
very rare for there to be only one thread of discussion; during the pause
while one player is typing a response, the other player commonly thinks of
something else to say and does so, introducing at least another level to the
conversation, if not a completely new topic. These multi-topic conversa-
tions are a bit disorienting and bewildering to the uninitiated, but it ap-
pears that most players quickly become accustomed to them and handle
the multiple levels smoothly (Curtis, 1997).

Each of these features of chat conversations are demonstrated in the fol-
lowing example from Star Wars Galaxies, in which Atac and Ka’Bob meet at
a shuttleport (Figure 2, Excerpt 2).’
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Figure 2. Message-by-message text chat.

(2) Star Wars Galaxies: Meeting Ka’Bob (Atac’s perspective)
01 00:40 Ka'Bob: sup

02 (4.1)

03 04:48 Atac: nada

04 04:48 ((Ka'Bob turns head toward Atac))

05 10:16 ((Ka'Bob turns to face Atac))

06 (2.1)

07 12:24 Atac: I like your name

08 13:34 ((Atac zooms 1in))

09 15:24 ((Atac pans right))

10 (3.1)

11 15:34 Ka'Bob: hehehe ok

12 (2.2)

13 -17:50 Ka'Bob: why thx

14 (6.1)

15 23:58 Atac: hey can you train me in medic?
16 (5.1)

17 29:18 Ka'Bob: vyou ever had one lol

18 ((Ka’Bob's avatar laughs automatically))
19 (4.0)

20 -»33:16 Ka'Bob: sure
21 36:08 Ka’bob invites you to join a group.

22 (4.0)

23 37:12 Atac: no

24 38:14 ((Atac accepts invitation by clicking yes))
25 39:14 You have joined the group.

26 (2.0)

27 41:04 Ka'Bob: lol

28 ((Ka'Bob's avatar laughs automatically))

29 (7.4)

30 48:40 Ka'Bob: ok i have not too

31 ((Ka'Bob's avatar shakes head automatically))
32 (6.1)

33 54:54 Atac: I should be ready for master

34 (0.5)

35 -55:46 Atac: hehe

36 55:46 ((Training window appears))

277
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The first thing that is striking about this conversation is that it has long
pauses and gaps between turns-at-chat. They range in length from 0.5 to
7.4 seconds with an average of about 4 seconds. This is compared to 0.0- to
0.5-second silences in face-to-face conversation, such as that in Excerpt 1.
Thus, even the normal pauses in such text chat are considerably longer than
the 1-second “‘maximum standard silence” (Jefferson, 1989) in real-life con-
versation. One obvious reason for this is that, as Curtis (1997) points out, is
that the turns are typed rather than spoken. However, it is also slower be-
cause recipients cannot read a turn as it unfolds. They must wait until the
very end before they can begin reading it. This takes longer than in a face-to-
face conversation in which a recipient can listen to the turn as it unfolds and
be ready to jump in with a response exactly when it ends.

In addition to producing long pauses and gaps, the players in Excerpt 2
also display difficulties in coordinating sequences of chat. As Curtis (1997)
and Herring (1999) point out, chat conversations tend to develop multiple
simultaneous topical sequences or “‘threads.”” In this excerpt there are three.
One involving a greeting (lines 01, 03 and 11), a compliment of a name (lines
07, 13, 17, 23, 27, 30 and 35), and a request for training (lines 15, 20 and 33).
These sequences are distinct in terms of topical continuity, but they are
interlaced with each other. As Garcia and Jacobs (1999) nicely demonstrate,
with “quasi-synchronous” or IRC-style chat, users cannot predictably place
responses to prior turns adjacent to those turns as is characteristic real-time
conversation. For example, Ka’Bob’s turn “why thx” (line 13) does not
respond to the immediately prior turn in which he says, “hehehe ok’ (line
11). Instead it is a response to the earlier compliment by Atac, “I like your
name” (line 07). Similarly, Ka’Bob’s turn, “sure” (line 20), does not respond
to the immediately prior turn in which he says, “you ever had one lol” (line
17), but rather to Atac’s earlier request, “*hey can you train me in medic” (line
15). Finally, Atac’s laugh, “hehe” (line 35) does not respond to the immediately
prior turn in which she says, ‘I should be ready for master” (line 33), but to
Ka’Bob’s earlier admission, ““‘ok i have not too” (line 30; i.e., have not had a
ka’bob). In each case, these “late” turns (arrows) result from the fact that just
prior (at lines 07 and 11; 15 and 17; 30 and 33) both players are typing
simultaneously on different topical trajectories but do not know it. Thus, in
this kind of system, players cannot tightly coordinate their turns to pre-
dictably achieve ““one speaker at a time” or ‘““one topic at a time’ as is
characteristic of real-time conversation. This is not to say that such chat is
unintelligible. As Curtis (1997) suggests, players quickly become accustomed
to this alternative kind of turn-taking system.

Only one massively multiplayer virtual world we know of implements the
near-real-time posting of chat messages. Unlike the other chat systems, the one
in There posts messages on a word-by-word basis instead of a message-by-
message basis. As a result, players can see each others’ turns unfold one word at
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a time. Turns-at-chat in this system are therefore more projectable unlike those
in other systems. The resulting interactions are much more tightly coordinated,
less fragmented in terms of topics, and more like face-to-face conversation, as
we can see in the following interaction from There (Figure 3, Excerpt 3).

Figure 3. Word-by-word text chat in There (left to right: A, B and C).

(3) There: Local Tour Guide (A’s perspective)

01 B:
02 B:
03 B:
04 A
05
06 B
07
08 A
09
10
11
12 B
13 A
14
15 A
16
17 A
18
19 B
20
21
22 B
23
24 B
25
26 A
27 B
28
29 B
30
31 B
32
33 A:

once she is done I’1ll take us where we can try vehicles and
see
the puppy [ and stuff 1like that ]
[so are you the local tour] guide bret?
(0.2)
yes
(2.0)
do they pay you?
(9.6)
(1.0) ((dressing screen appears in front of B)
(1.0)
no, they used [ to pay ] Mentors, but no- not anymore
[they should]
(1.8)
hmmm
(5.0)
((clicks on B, selects “look at” & turns head toward B))
(3.0)
I was working to (4.0) qualify for being a paid Mentor

when they
(2.3)
discontinued that program
(1.3)
they used to pay
(2.3)
too [ bad ]
[house] owners for throwing events
(2.3)
also, but did
(2.3)
away with that too :(
(4.0)

cutback huh?

From this annotated log, we can see that the pace of the conversation is
faster than the chat in Excerpt 2, with many pauses of only 0.2-3.0 seconds
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between turns (lines 05, 07, 14, 23, 25 and 28) and also overlapping turns
(lines 03-04, 12-13 and 26-27). As others have pointed out about chat in
There, “‘Overlapping talk affords replying to chat as it is produced, rather
than waiting to the end of a turn, hastening conversation’ (Brown and Bell,
2004, p. 354). Like in real-life face-to-face, players can place a turn precisely
where a prior turn is likely to end. While A initiates a next topic, “‘so are you
the local tour guide bret?”” (line 04) in overlap with B’s current turn (line 03),
she comes in at a “transition relevance place” (Sacks et al., 1974), a point at
which the current turn is possibly complete. B’s turn appears possibly com-
plete after the word “puppy” (line 03) although he is not in fact finished.
Similarly at line 13, A responds in overlap with B’s current turn (line 12), but
she produces her turn just after the transition relevance place after the word
“no.” Thus turn taking in There is much closer to that in real-life face-to-face
than it is in the chat systems of other massively multiplayer virtual worlds.

In addition, in this kind of system, a pause like the 9.6-second pause at line
09 becomes noticeable as “long,” unlike in IRC or MUDs. It is considered a
“pause” rather than a “gap” (line 07 or 16) because in the immediately prior
turn, A selected B to speak next by asking a question (line 08). However,
instead of immediately typing a response, B appears to do nothing for a long
9.6 seconds. At the end of this pause, a dressing screen appears for 1.0 second
in front of B (line 10) and when it disappears, he is wearing a different shirt.
After another 1.0 second (line 11), B finally answers A’s question (line 12).
Thus, in this kind of system, pauses become more informative. When there is a
long pause, other players can see that it is not due to the player typing a long
message and therefore can begin attribute it to some other activity. Although
A can rule out “taking a turn” as a possible cause of the delay, she cannot see
what else he is doing. It’s not until the dressing screen appears that she can
infer that he was browsing his inventory for a shirt during that 9.6 seconds.

Even more strikingly, unlike Excerpt 2, the conversation in Excerpt 3 is not
characterized by multiple simultaneous topical sequences. A initiates a topic
shift about B’s “tour guide” behavior (line 04), and the players sustain this
single topical trajectory throughout the remainder of the excerpt. Because the
players can see when the other is taking a turn and see what topic it is
addressing, they can (if they choose) refrain from introducing new topics
until prior topics are properly closed as people tend to do in real-life con-
versation. However, because they are using persistent text rather than voice,
they may choose to pursue multiple topics if they wish.

Thus hiding turn construction from the public eye versus revealing it has a
major impact on the sequential organization of chat interactions. Although
IRC- or MUD-style chat systems have proven to be powerful forms of
communication in their own right (see O’Day et al., 1998; Grinter and Palen,
2002), we argue that near-real-time chat systems, such as that in There, are
better suited as a substitute for talk in the avatar interaction systems of 3D
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virtual worlds. This is based on two reasons. First, if the world designers’
goal is to create a user experience that feels more or less like a face-to-face,
then MUD-style chat is not the best choice given the ““dead periods” between
messages and the other sequential implications of hiding turn construction.
Second, and perhaps more importantly, in a virtual 3D world, hidden turn
construction makes it more difficult for users to tightly coordinate their
turns-at-chat with other in-game activities. For example, in the following
annotated log (Figure 4, Excerpt 4) from EverQuest II, Ataca and Rattington
are looking for animals to hunt in order to gain experience points.

(C))
01
02
03
04
05
06
07
08
09
10
11
12
13
14
15
16
17
18
19
20
21
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Figure 4. “Late” turns-at-chat and joint activities.

EverQuest II: Hunting Armadillos (Atacd s perspective)

07:
07:
07:
07:

07:
07:
07:
07:

07:

07:

08:
08:

08:
08:

08:

38:
38:
41:
41:

43:
50:
51:
54:

57:

58:

00:
01:

03:
04:

05:

16
54
38
38

06
00
00
16

42

18-

10
58

34
08

02

((Ataca stops running))
((Ataca targets an armadillo))
((Rattington stops next to Ataca))
Ataca points at a banded armadillo.
((Ataca’s avatar points))
((Ataca rearranges icons in her toolbar))
((Ataca mouses over an attack spell))
((Ataca mouses over armadillo))
((Ataca initiates an attack by clicking a
spell icon in her toolbar & her avatar begins
a spell-casting animation))
You surround A young armadillo with arcane chains!
Rattington says to the group, "I see two that
are grouped but I think we could take them."
((Ataca clicks another spell icon))
Rattington hits banded armadillo for 4 points of
crushing damage.
You strike A banded armadillo with a storm of lightning!
Rattington hits a banded armadillo for 3 points of
crushing damage.
Ataca says, "hehe"
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At the opening of this encounter, Ataca stops running (line 01) and
targets a pair of ““banded armadillos” by clicking on them (line 02). She
then points to one, a public action that Rattington can see through a
pointing animation of the avatar (line 05) and a text emote in the chat log
(line 04). In this context, such pointing can be seen as a possible proposal
to attack the armadillos. Ataca then spends about 8 seconds rearranging
icons on her toolbar (lines 06), an activity that Rattington cannot see. After
modifying her toolbar, she initiates an attack on the armadillos by clicking
a spell icon on her toolbar (lines 09-11). This action is observable to
Rattington by a spell-casting animation of Atac’s avatar, a sound, and
eventually a text message after the spell is cast (line 12). But 4 seconds after
Ataca initiates the attack, Rattington says, “I see two that are grouped but
I think we could take them” (lines 13-14) referring to the two armadillos.
In other words, he offers his assessment of the armadillos as suitable tar-
gets, but his turn appears too late to be consequential. Rattington obvi-
ously started typing his assessment before Ataca initiated the attack, but
she could not see this typing, and therefore did not know to wait to see
what her companion had to say before attacking. Rattington eventually
joins in the battle (line 16), while Atac chuckles at their apparent lapse in
coordination (line 21). Thus, with these kinds of late turns-at-chat, making
sense of the text itself is not necessarily problematic, but coordinating them
with the initiation of other joint activities is. We have found that such
slippages in coordination are common in massively multiplayer virtual
worlds.

In sum making the composition of turns-at-chat public, rather than pri-
vate, enables a kind of text-based conversation that is organized much more
like face-to-face than the kind of text chat that is used in almost all virtual
worlds today. Seeing that the other is taking a turn and seeing what he or she
is doing with that turn is a critical type of awareness information that enables
players to tightly coordinate turns-at-chat with each other and, perhaps most
importantly, with other joint activities.

4.2. OBSERVABILITY OF EMBODIED ACTIVITIES

Although avatars are currently very good at providing real-time feedback to
one’s fellow players regarding their orientation (i.e., facing) and movement
through space, they are very poor at giving off other kinds of awareness
information about what a player is doing. One feature of human bodies,
which has an enormous social impact, is that you can see what a person is
doing, to varying degrees, simply by looking at them. For example, any
competent member of the culture can recognize at a glance what the various
people in Figure 5 are doing at a gross level.
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Figure 5. Human bodies conducting ordinary activities.

Looking through a bag, consulting a map, reading a book, and
talking on a phone involve particular configurations of the body with
particular objects that are recognizable by competent members. Thus,
such activities are publicly accountable merely through visual inspection
of the body. In Goffman’s (1959, p. 2) terms, human bodies “‘give off”
all kinds of information even when the actor is not intending to
communicate.

In contrast, the avatars in massively multiplayer virtual worlds do not
“give off”” nearly as much information about the player’s current state.
Players must explicitly communicate such information through commands or
text. For example, although players routinely look through bags, consult
maps, read “books,” chat to remote friends, and the like, avatars simply
stand still and do nothing (see Figure 6). Whether due to oversight or cost
considerations, game developers do not currently tend to provide avatar
animations for this class of ““personal” player activities. Thus, when engaged
in them, players do not automatically “give off”” information about what they
are doing as they would in real life.
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Figure 6. Avatars remain idle when players are active.

The effects on the player experience of keeping such activities private are
very similar to those of concealing turn construction in chat: (1) interaction is
marked by intermittent dead periods; (2) idle avatars give a false sense of
availability; and (3) slippages arise when trying to tightly coordinate joint
activities. We discuss each of these effects in turn.

First, avatars often appear like lifeless zombies when they stand and do
nothing. In real-world public places, standing still and doing nothing is a
surprisingly unnatural thing to do. As part of his sociology courses, McGrane
(1994, chapter 2) instructs his undergraduate students to go to any public
place and to stand still and do nothing for five minutes. He explains that by
“do nothing,” he means refrain from doing “waiting” by visibly glancing at
one’s watch or reading a magazine and refrain from doing “‘looking for
someone” by repeatedly glancing off into the distance and the like. The stu-
dents are instructed to stand motionless with their arms at their sides. The
results of this exercise are that it is surprisingly difficult to deviate from the
shared practice of making one’s business accountable to others on the scene
and that it opens students’ eyes to a subtle layer of mundane public self-
presentation (Goffman, 1959) that we generally take for granted. By not
animating avatars for many routine activities, game developers have to some
extent simulated a world populated by McGrane’s deviant sociology students.

Second, private activities can give a false sense of one’s interactional
availability. Consequently, interactional sequences can get initiated when
recipients are in the middle of another activity. Also, delays and noticeably
absent responses by recipients become difficult to interpret. For example, in
EverQuest Online Adventures (EQOA) (Figure 7, Excerpt 5), a group of
three players, A, B and C, has just arrived at the bustling coach house in the
city of Highpass Hold in order to find a high-level character to help them
with a difficult quest.
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Figure 7. Searching a directory privately (left, A’s view; right, B’s view).

(5) EverQuest Online Adventures: Meat Market (B’s perspective)

01 00:07:22 ((B opens her main menu))

02 00:09:19 ((B opens her player directory))

03 -00:19:18 A tells the group: its really like a meat market
04 00:22:23 ((B scrolls 21 names down list))

05 00:50:22

((B selects Sven))
06 00:53:14 (
(

(

(B selects Tell command))

(B begins typing a private message to Sven))=
08 01:14:01 C tells B: i have a bite
09 01:14:07 =((B continues typing message))
10 01:30:12 B tells Sven: hi, could u by any chance give my
11 group a little help with LVL 17 runnyeye quest?

07 00:57:14

At the beginning of the encounter, B and C are standing near A and appear
to be doing nothing. Their avatars stand motionless except for a periodic
“idle animation” (not controlled by the player) in which it looks from side to
side. Thus from A’s perspective, B and C appear to be available for inter-
action. A then says to the group, “it’s really like a meat market” (line 03),
remarking on the unusually large volume of spam messages from other
players looking to form a group. Ordinarily for this tight-knit group, such a
comment would have received at the very least an ““lol” (laugh out loud) and
more likely a subsequent joke that builds off of it. However, in this case, B
and C fail to give any response. Why B and C do not respond at that moment
is not immediately discernable from A’s perspective. However, from B’s
perspective, we can see that she was in fact busy doing something. At the
moment A made the comment, B was busy accessing a private system menu
(lines 01-02 and 04-06), the ““‘who list,” a directory of all characters in the
vicinity. B finds a particular player, Sven (line 05), and writes him a private
message asking him if he will help with the quest (lines 06-07 and 09—11). In
order to respond to A, B would have had to cancel what she was doing and
navigate back to the main view, as EFQOA does not allow the player to chat
and access system menus simultaneously. As a result, the system does not
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allow players to interleave talk and UI activities. This sharply contrasts with
face-to-face conversation in which talk and activity can be interleaved with
great precision, as we saw in Excerpt 1.

During B’s work at trying to solicit help, none of which is visible to the other
group members, C sends a message to the group, “i have a bite” (line 08),
revealing that he too has been soliciting help and has already received a re-
sponse. From this, A can guess why C did not respond earlier, but at this point
(over a minute later) he has no visible clues as to why B did not respond. In
addition, while the design of most systems would have allowed B to respond to
A without canceling her private menu activities, none of the systems we’ve
seen would have shown A that B was busy browsing the “who list.”

Such noticeably absent responses are not of course entirely unaccountable
to players. They know from experience the variety of reasons that another
player might not be able to respond — accessing one of many system menus,
chatting privately with another player, missing the message in the flood of
public spam, going briefly away from the keyboard, and more. They also
know that it could be an intentional ignoring or a snub. But while they can
account for such absent responses in a very general way, they cannot on most
occasions determine the particular reason for the absence unless the other
player offers a textual account.

Third, the fact that players routinely cannot see that a fellow player is
engaged in a particular activity nor see what kind of activity it is makes it
more difficult for players to tightly coordinate their actions. The coordination
of joint activities requires adequate feedback on the other’s current state. For
example (Figure 8, Excerpt 6), two players of Star Wars Galaxies (SWG) are
doing a set of missions together to gain access to Jabba the Hutt’s palace.
They have just completed one objective, killing a kaadu, and are about to
travel on their speeders to the next.

In this case, Atac is trying to coordinate two different activities simulta-
neously: replenishing the stimpacks (used for healing in combat) in her
toolbar and traveling with Nike to their next destination. When Nike appears
to be about to leave the scene on his speeder (line 06), Atac types “wait” (line
07) and then opens her inventory about 1.5 seconds later (line 09). However,
due to the system design, there is no public signal that Atac has opened her
inventory. As a result, Nike cannot see what he is waiting for. In the absence
of this awareness information, he takes a guess, “did you get it?”” (line 11)
referring to a quest item from the dead kaadu. Nike then begins to drive off
(lines 12—-13) as Atac requests clarification by saying ‘““‘get what?”’ (line 14),
displaying that, that was not in fact the reason for the waiting. Nike drives off
(line 15) and Atac selects some stimpacks and drags them to her toolbar (lines
16-19). Thus Atac fails in getting Nike to wait for her while she browses her
inventory and replenishes her toolbar.
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Figure 8. Searching an inventory privately.

(6) Star Wars Galaxies: Jabba’s Missions (Atac’s perspective)

01
02
03
04
05
06
07
08
09
10
11
12
13
14
15
16
17
18
19
20
21

01:
144
03:
:16
09:
:06
13:
13:
15:
124
20:
28:
29:
30:
31:
116
128
38:
40:

02

04

12

17

32
37

41
42

38

10

34

46
52
15

52
48
46
24
56

54
18

:00
:12

((Nike runs past Atac toward speeders))

Atac: is that it?

((Atac turns around and looks in Nike's direction))

((Atac begins to follow Nike))

((Atac inspects an empty slot in her toolbar))

((Nike mounts his speeder and begins turning it))
—Atac: wait

((Nike stops turning speeder))

—

(
(
G

(

Atac opens inventory))

Atac opens backpack within inventory))
roupChat] nike: did you get it?

Nike turns speeder))

Nike begins to move forward))

roupChat] atac: get what?

Nike passes Atac on speeder))

Atac mouses over and inspects some stimpacks))
Atac drags stimpacks))

Atac drops stimpacks onto empty slot in toolbar))
Atac closes backpack))

Atac turns around to look for Nike))

roupChat] nike: the kaadu egg

We see then that keeping players’ Ul activities private makes coordination
with other players more difficult, gives a false sense of one’s interactional
availability, and more generally creates an ““‘unnatural” public atmosphere in
which avatars stand idle. However, through our ethnographic observation,
we discovered an uncommon practice for mitigating the coordination
troubles that result from private menus. Sometimes “role players™ use the
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custom emote feature to write text descriptions of private actions for others
to see. For example, (see Figure 9, Excerpt 7), one player uses this practice
to reveal to another player the fact that she is reading in-game email, which is
otherwise a private activity. Atac and Galen are waiting for a player-hosted
event, a ‘“live market” or swap meet, to start and have been having a
conversation for several minutes while they wait.

Figure 9. Revealing private activities with custom emotes.

(7) Star Wars Galaxies: Datapad (Atac’s perspective)

01 38:07 Galen: looking for dancers for the club still....it's new
02 38:15 Atac [shouts,playfully]: Hey Sis

03 38:18 Atac [playfully]: over here

04 38:28 Atac [playfully]: Ella's my sister

05 38:34 Galen: ah

06 38:46 Atac [playfully]l: ooh I think she just hopped on the shuttle
07 38:52 Galen: looks that way

08 38:58 Atac [playfully]l: oh well

09 -39:15 (playful) Atac looks at her datapad.

10 39:20 ((Atac opens email and selects message A))

11 39:22 Ella tells you: ahh crap, 1 didn't see it till too late
12 39:32 You reply to ella, 'no problem'.

13 39:39 You reply to ella, 'coming to the market?'.

14 39:43 ((Atac selects email message B and scrolls))

15 39:43 Ella tells you: i'll catch up with you in a bit :)

16 39:47 Ella tells you: yeah i should be through there

17 39:50 You reply to ella, 'ok'.

18 39:56 ((Atac selects email message C and scrolls))

19 40:03 ((Atac selects email message A again and scrolls))
20 40:09 ((Atac selects email message B again and scrolls))
21 40:16 ((Atac selects email message D and scrolls))

22 40:29 ((Atac closes email)

23 -40:39 (playful) Atac puts datapad away.

24 41:20 Galen: hrm....not many here yet

25 41:25 Atac [playfully]: hehe

26 41:29 Atac [playfully]: you can say that again

During her conversation with Galen, Atac notices a friend, Ella (her role-
playing “‘sister’’), walk to a nearby shuttle stop. Atac tries to greet her by
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shouting “Hey Sis” (line 02) and saying “over here” (line 03), but receives no
response. Atac and Galen then conclude that Ella must have boarded the
shuttle and left (lines 06-08).

After a 17-second lapse in the conversation, Atac opens her in-game email
and begins to look at a message announcing the “live market” (line 10). But
instead of merely opening her private email window (the usual practice), she
first types a custom emote ““Atac looks at her datapad” (line 09) for Galen to
see. She then begins to read her email (line 14; see email window in Figure 9
on right side of screen). Then, after 7 seconds, she receives the overdue re-
sponse from Ella via a private message or “tell” (line 11), also invisible to
Galen, confirming that she indeed missed the earlier greeting because she was
getting on the shuttle. Atac then has a brief conversation with Ella (lines 12—
13 and 15-17). In addition to this private conversation, Atac continues to
search through four email messages regarding the live market looking for
some bit of information (lines 14 and 18-21). The system provides no cues to
Galen that Atac is either browsing her email or chatting remotely. However,
because of Atac’s custom emote (line 09), Galen refrains from initiating
conversation. Finally, Atac closes her email (line 22) and then announces this
fact to Galen by typing a second custom emote, ‘““Atac puts datapad away”’
(line 23). Less than a minute later, Galen can read that Atac is no longer busy
with her datapad, and he initiates conversation again (line 24).

Thus a minority of “role players” in SWG have developed a workaround
for the fact that the avatar system conceals certain activities from public view.
As Excerpt 7 demonstrates, this practice of externalizing private activities
through custom text emotes can be effective in coordinating personal activities
with joint activities, such as reading email and having a conversation. How-
ever, the main drawback of this practice is that it requires quite a bit of extra
work on the part of the player since he or she must type a relatively long text
description manually each time. But this player practice could easily be
automated: each time the player opens the datapad, an emote automatically
appears saying, ‘““Atac looks at her datapad.” This is just what we did.

To test the utility of externalizing private activities, we created a “mod” or
“addon” to the game, World of Warcraft (WoW). WoW provides a tool to
players for modifying the user interface of the game. The tool enables players
to customize the 2D user interface, but not to modify the 3D world. Using
this tool, we wrote a simple addon that provides heightened awareness of
what other players are doing. That is, it automatically produces public text
emotes each time the player opens or closes a particular private menu. For
example, the player opens the inventory and it says, “‘Player rummages
through her bags”; the player opens the quest log and it says, ‘““Player checks
her To-Do list”; the player closes a trade window and it says, “‘Player
completes a trade with X”’; the player begins to type a message and it says,
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9999,

“Player says, “uh...””; and the like. We created 34 unique messages for the
opening and closing of 17 different private menus.

So far, the addon has proved to be quite effective. We have tested it
informally amongst ourselves and with over 20 ordinary players. Certain
types of coordination between players, especially around joint travel and
combat, are significantly increased. For example, in one case (Figure 10,
Excerpt 8), a party of five players is questing. At one point, they must “‘share

Figure 10. Seeing others ‘“‘share a quest”.

(8) World of Warcraft: Heightened Awareness Addon (Atac’s perspective)

01 35:36:42 Burbl says, "uh..."

02 35:38:14 Burbl says, "uh..."

03 35:42:406 ((Grr initiates an attack on a Trogqg))

04 35:45:38 [Party] [Burbl]: anybody shared quests w/ Noob btw?
05 35:47:32 Yuk says, "uh..."

06 35:49:16 [Party] [Yuk]: spit it out, burbl

07 35:50:58 [Party] [Atac]: no

08 35:52:30-~ Yuk checks his To-Do 1list.

09 36:07:34 ((party defeats Trogg & stands around corpse))
10 36:11:10 Burbl says, "uh..."

11 36:13:04 [Party] [Noob]: ty

12 36:14:42 Your share of the loot is 15 Copper.

13 36:20:18 Grr rummages through his bags.

14 36:24:30 [Party] [Burbl]: again, the addon is fantastic -
15 I saw Yuk was about to share so I did not bother
16 36:26:08 Grr begins to trade.

17 36:26:08 Noob begins to trade.

18 36:31:26 Atac says, "uh.."

19 36:32:22 [Party] [Atac]: me too!

20 36:33:10 Noob completes trade.

21 36:33:10 Grr completes trade.

22 36:37:36- Yuk crumples up his To-Do 1list.
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a quest” with one of the members, which involves opening the Quest Log,
finding the quests for that zone, and clicking “‘share.”

As the party is battling a Trogg (line 03), Burbl asks the group if anyone has
shared the quests they are working on with Noob, the most recent member
(line 04). One member, Atac, who knows the most about Noob replies “no”
(line 07). A second and a half later, a text emote automatically generated by
the addon appears that says, “Yuk checks his To-Do list” (line 08), the first
action one would take in sharing quests with another player. After the battle
ends (line 09), Noob says, “ty”” or thank you (line 11), which can be seen as
referring to the sharing of the quest, and Burbl comments on the addon itself,
“again, the addon is fantastic — I saw Yuk was about to share so I did not
bother” (lines 14-15). Atac then says, “me too!”” (line 19) indicating that she
likewise saw that Yuk was starting to share the quest and so did not go to the
trouble of opening her quest log and looking for the relevant quests. In
addition, in the post-combat period, the addon enables the party to see some
of what each other is doing — browsing an inventory (line 13) and trading items
with each other (lines 16-17 and 20-21). This is particularly useful in deter-
mining when the party members are ready to begin the next battle.

Despite the usefulness of the addon in facilitating player-to-player coordi-
nation, it has its drawbacks. The primary drawback is that it uses the text chat
channel to communicate the public information, and as a result, it can at times
flood this channel causing chat messages get lost. We chose the chat channel
because it was the easiest to implement and because we could not customize
avatar animations with the tool. Yet despite these limitations, it does seem to
support the idea that increasing public awareness information about what fellow
players are doing in the game world makes coordination easier for players.

4.3. DIRECTION OF EYE GAZE FOR THE PURPOSE OF GESTURING

In face-to-face interaction, people communicate not only with their mouths
but also with their hands and bodies. They can use their bodies to create an
infinite number of unique gestures, just as they can put words together in an
infinite number of unique combinations. People use gestures in at least four
distinct ways (see Kendon, 1980; McNeill, 1992): (1) to perform an action
through the gesture alone (i.e., “‘emblems’), such as a greeting with a wave or
an agreement with a nod; (2) to refer to objects by pointing (i.e., ““deictics”); (3)
to emphasize particular words (i.e., “beats”™); and (4) to describe objects (i.e.,
“iconics’) by simulating their shape, spatial relationships or motions. A key
factor in the production of gestures, regardless of the type, is that they must be
coordinated with the eye gaze of the intended recipient. Because gesture is a
visual mode of communication, it doesn’t count if the recipient does not see it.
A basic resource in this kind of coordination is “holding” (Kendon, 1980;
Hindmarsh and Heath, 1999) the gesture until you can see that the recipient
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has seen and understood it. This length of time will vary from one occasion to
the next based primarily on what the recipient is doing at the moment.

In massively multiplayer virtual worlds, the systems of gesture tend to
work somewhat differently. Players perform them by selecting from a list of
pre-defined gestures, usually by typing “‘/wave,” “‘/shrug,” or the like. In
some cases, these lists are short (e.g., EQOA has only 4 gestures) and in other
cases, they are quite lengthy (e.g., SWG has over 350 ‘““socials”). In addition,
each of these pre-defined gestures has a fixed duration: every “point” lasts the
same length of time independently of what is going on in the situation. In
most systems, gestures cannot be tightly coordinated with words in the chat
because gesture and chat must be done as separate commands. And in most
systems, a gesture consists of two parts, an animation in the avatar and a text
emote describing the gesture.

In these avatar gesture systems, most of the pre-defined gestures are ones
that can be used to perform an action on their own (i.e., “‘emblems”). These
work relatively well in part because they do not require any coordination with
the chat. Pointing gestures (i.e., “deictics’’) are somewhat more difficult to
perform because they usually rely on some text chat for their full meaning
(e.g., “let’s attack that one over there”), yet the chat must be typed immedi-
ately before or immediately after the gesture instead of simultaneously. This
can be awkward to accomplish. Gestures that emphasize particular words
(i.e., “beats”) tend to be lacking since they cannot be tied to particular words,
although beat-like gestures are sometimes activated by entire messages or by
exclamation points. And finally, descriptive gestures (i.e., ‘“‘iconics’) are
generally impossible because players cannot create novel gestures on the fly to
mimic whatever particular object or motion they might want to describe.
Furthermore, although stand-alone and pointing gestures work fairly well,
still neither can be held for varying lengths of time and until the particular
recipient appears to see and understand them. We demonstrate some of these
issues with the coordination of gesture in virtual worlds in the cases below.

The consequences of fixed-duration gestures are nicely demonstrated in
EverQuest Online Adventures (EQOA). The gesture system in EQOA is similar
to that of face-to-face in some ways but very different in others. It is similar in
that the orientation of the avatar determines what is displayed on the player’s
screen. In other words, there is more or less a one-to-one correspondence
between the direction of the avatar’s ““eye gaze” and the player’s view of the
world. When interacting with others, you know that if your avatar is behind the
back of another, it is impossible for the other player see your avatar and any of
its gestures. Furthermore, unlike most other systems, gestures consist entirely
of avatar animations and do not have a corresponding text emote. As a result,
players move their avatars into other avatars’ field of view and try to maintain
such visibility during interaction just as people do in the physical world.
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Figure 11. Coordinating a bow with another player’s view.

(9) EverQuest Online Adventures: Meeting Vindar (Doriel’s perspective)

01
02
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34
10

12

58

04
44
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26
46

42
20
54
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Doriel: 9 Ranger seeking group!

((Vindar approaches and stops right in front of Doriel: Frame 1)
((Doriel targets Vindar))

((Vindar’s profile appears: Level 16))

((Doriel opens QuickChat menu))

((Vindar begins to run off to Doriel’s left: Frame 2))

((Doriel selects “Communicate” from QuickChat menu))

((Vindar begins to back up))

((Doriel aborts the QuickChat menu))

((Vindar runs off the left side of the screen))

((Doriel begins to pan the camera left))

((Doriel opens QuickChat menu as Vindar is at a distance in front
of her and slightly past her centerline to the right))

((Doriel pans the camera right as Vindar is about to disappear off
the right edge of the screen))

((Doriel selects “Communicate” from the QuickChat menu just after
Vindar passes her center line to the left))

((Vindar begins to move toward Doriel and to her left)

((Doriel pans camera to her left and achieves alignment with
Vindar: both are facing each other though at a slight distance))
((Doriel selects “Action” from the QuickChat menu as Vindar
continues to approach head on))

((Doriel selects “Bow” from the QuickChat menu as Vindar is close
and still facing her: Frame 3))

((Doriel begins to bow as Vindar begins to run to her right))
((Vindar stops and turns toward Doriel))

((Doriel reaches the lowest point of her bow))

((Doriel completes her bow))

((Vindar turns to face Doriel))

((Doriel turns right to face Vindar)

((Vindar begins to bow))

((Doriel stops turning))

((Vindar reaches the lowest point of his bow: Frame 4))

((Vindar compoletes his bow))

293
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However, like all systems we’ve observed, gestures in EQOA have a fixed
duration. This can make timing the extent, or “stroke” (Kendon, 1980), of
the gesture with the ““gaze” of the recipient’s avatar challenging at times. For
example, in one case (Figure 11, Excerpt 9), Doriel experiences some slip-
pages when trying to bow to Vindar (circled in red).

This encounter begins with Doriel issuing a looking for group, or “LFG,”
command which appears in the public chat channel (line 01). Vindar
promptly approaches Doriel and faces her (line 02; frame 1) thus creating the
optimal configuration to exchange gestures and indicating a possible interest
in grouping. Instead of gesturing or chatting with Vindar immediately, Doriel
first takes a moment to check his level, via a private profile menu (lines 03—
04), to see if they are a good match (they are not). She then begins to initiate
the “bow” command, which requires navigating a series of four “Quick-
Chat” menu options: Open QuickChat menu, select Communicate, select
Action, select Bow. But Doriel gets only half way through this sequence (lines
05 and 07) when Vindar begins to runs off to Doriel’s left (frame 2, line 06).
From Vindar’s perspective, he has waited 8.6 seconds while Doriel appears to
do nothing and thus might appear disinterested in grouping with him.

Now since Doriel can see that Vindar is no longer facing her, and thus is
unlikely to be able to see a bowing gesture, she aborts it (line 09). She then
attempts to re-establish a facing configuration with him as he runs around
the area (lines 10-16). Eventually she initiates a second bow just as Vindar is
again facing her (frame 3, line 18), but then he runs off again to her right
(line 19). Because the player cannot control the duration of the bow, Doriel
completes it (line 22) before Vindar completely stops and faces her (line 23).
The timing is therefore slightly off, yet it is just adequate to enable Vindar to
see it. Seeing now that Doriel is interested in interaction, he returns the bow
as the two re-establish a facing configuration (frame 4, lines 23-28).

This encounter nicely demonstrates the difficulty for players in timing a ges-
ture when they cannot control the duration of it. Had Doriel been able to “hold”
the bow for an arbitrary length of time, she could have simply maintained it until
Vindar noticed it rather than aborting it (line 09). Instead the player had to work
unnecessarily hard, navigating four menus, to time the 1.5-second bow ani-
mation so that at least part of it would be visible to her moving target.

However, a one-to-one correspondence between avatar orientation and
player view in EQOA is not the norm among virtual game worlds today. In
the majority of systems, there is an independence between the player’s view and
the avatar’s orientation, in other words, the orientation of the avatar does not
always determine what the player can see on his or her screen. Player’s can
manipulate their view independently of the avatar’s orientation, zooming in
and out and panning 360-degrees. As a result, you can never be certain what
another player can see. This kind of system is sometimes called ‘‘virtual
cameras’ (Hindmarsh et al., 1998).
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In addition, in these same systems (e.g., SWG, EQ2 and WoW), gesture
animations have corresponding text descriptions of the gesture. For example,
when the player types *‘/wave,” the avatar waves and the message, ““Atac
waves to Sin’thea” appears in public chat. As a result, recipients can know
that someone has gestured to them either by noticing the animation or the
text emote. In these systems, gesturing works very differently than in EQOA.
For example, one encounter in SWG (Figure 12, Excerpt 10), Atac is chat-
ting privately with Sin’thea, who is somewhere in the player city, while she
sits face-to-face with Zeroks. The player has maneuvered the camera view so
that he can see Zeroks better while up against a wall (frame 1), but so that it

Figure 12. Not seeing another avatar’s approach.

(10) Star Wars Galaxies: Not Looking (Atac’s perspective)
01 05:02:52 You reply to Sin’thea, 'the live market went

02 pretty well, huh?'.
03 05:03:14 Zeroks hums a tune to himself.
04 05:04:42 Sin'thea tells you: yep seems so - (love was in the air)

05 05:10:50 Sin'thea tells you: yeah I really enjoyed it again

06 05:16:44 Sin'thea tells you: should be a hit going forward

07 05:24:28 Zeroks: ((you have LFG above your head, FYI))

08 05:33:00 Atac: hehe

09 05:33:50 Atac: oh

10 05:49:28 You reply to Sin'thea, 'I hope so'.

11 05:50:04 Sin'thea tells you: yeah i haven't talkted to you since
12 then huh

13 05:59:24 You reply to Sin'thea, 'I haven't been around'.

14 06:05:56 ((Atac opens Community menu))

15 06:07:17 ((Atac selects Character tab))

16 -06:07:40 Sin'thea smiles at you.

17 06:08:44 ((Atac unchecks "Looking For Group"))

18 06:09:56 ((Atac closes Community menu))

19 -06:10:20 Sin'thea [, all bubbly]: there you are!

20 06:10:56 ((Atac moves cursor to text box))

21 -06:12:28 ((Atac changes her view to “looking straight ahead”))
22 06:13:40 ((Atac clicks on Sin'thea's avatar))

23 06:16:06 You wink suggestively at Sin'thea.

24 06:16:46 Sin'thea [, all bubbly]: didn't even see you sneak in!
25 ((Sin'thea's avatar waves automatically))

26 06:21:38 Atac: hey chicka
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does not correspond with the avatar’s orientation: there is almost a 90-degree
difference.

Atac and Sin’thea have been chatting privately for sometime and begin to
discuss a player-hosted event, “‘the live market” (lines 01-02), while Zeroks
waits patiently (line 03). As they chat (lines 04—06), Zeroks indicates that she
has her “LFG” tag on (line 07), and Atac acknowledges him (lines 08—09).
Atac and Sin’thea continue to chat privately (lines 10—13) before Atac decides
to turn off her “LFG” tag. She opens the Community menu and selects the
Character tab (lines 14-15). Almost simultaneously, a text emote appears
that says, “Sin’thea smiles at you” (line 16). This indicates that Sin’thea, with
whom Atac was not previously co-present, is now in the room. However,
Atac does not appear to notice this text emote immediately and her offset
camera view (not the Community menu) prevent her from seeing Sin’thea’s
avatar. Atac closes the Community menu (line 18) about the same time that
Sin’thea says, ‘“‘there you are!” (line 19) in spatial chat instead of the private
chat channel they had been using. Atac moves her cursor to the text box,
presumably noticing the spatial chat and the gesture emote (line 20) and then
quickly corrects her camera view (line 21; frame 2). When she does this, we
can see that Sin’thea is standing right in front of her avatar. They then
continue the conversation in face-to-face mode, using gestures and spatial
chat (lines 22-26). Thus, in this case, Atac misses the approach of Sin’thea’s
avatar because she changed the camera view to one that no longer corre-
sponded to the direction of the avatar’s eye gaze. Sin’thea has no way of
knowing that Atac cannot see her avatar. All she can see is that Atac’s
response (line 23) is noticeably delayed.

Now the unpredictability of players’ views in games with virtual cameras in
mitigated to a degree by the text emotes that accompany gestures. Players
may miss a gesture animation of an avatar but still notice the text emote. For
example, on a different day, in the same player city, Atac notices Sin’thea’s
gestures without actually seeing them (Figure 13, Excerpt 11).

Atac is walking around the side of the town’s player association hall (line
01; frame 1), when two text emotes appear, “‘Sin’thea waves to Teli Tubbi”
and ““Sin’thea nods at Kimon Calari” (lines 02—-03). These descriptions of two
gestures alert Atac to the presence of her friend Sin’thea even though she
cannot see Sin’thea’s avatar or the gesture animations themselves. Atac
continues walking toward the entrance of the hall and she catches sight of her
friend’s avatar (line 04). Although she is most likely outside Sin’thea’s field of
view, she nonetheless initiates a ““‘wave’” since her friend will be able to see the
text emote (line 07; frame 3). She continues up the steps of the hall,
approaching Sin’thea’s avatar from behind (line 09). Sin’thea finally returns
the wave (line 10; frame 4) and the two continue their greetings (lines 14-18).
At what point Sin’thea could actually see Atac’s avatar, we cannot tell, but it
is clear that each of them first noticed the other through the text descriptions
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Figure 13. Noticing a “wave” without seeing it.

(11) Star Wars Galaxies: Unseen Wave (Atac’s perspective)
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((Atac walks toward the entrance; frame 1))
Sin'thea waves to Teli Tubbi.

Sin'thea nods at Kimon Calari.

((Atac mouses over Sin'thea's avatar))

((Atac selects sin'thea's avatar))

Sin'thea: is that Teli I see?

You wave to her. ((frame 2))

Kimon Calari nods at Sin'thea.

((Atac approaches Sin'thea from behind; frame 3))
Sin'thea waves to you. ((frame 4))

((Sin'thea's avatar automatically spins around
and waves) )

Goldtooth greets you.

Sin'thea: ATAC!!!

Atac: hiya

((Atac's avatar waves automatically))

Sin'thea gives you a hug.

((Sin'thea's avatar automatically gives half a hug))

of their gestures rather than through the avatars and their gestures. Thus,
text emotes for gestures could be seen as a solution to the problem of
coordinating the production of avatar animations with the unpredictable eye
gaze of the other player; however, they appear to do so at the price of
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rendering the avatars irrelevant. Furthermore, of “virtual camera” systems,
such as the one in SWG, Hindmarsh et al. (1998, p. 133) predict: “In some
ways, then, the most critical benefits of using an avatar may be undermined;
that is, if the position of the avatar completely belies the nature of the other’s
view of the world, the problem of establishing (for all practical purposes)
what another is seeing would be exacerbated” (Hindmarsh et al., 1998, p.
133). Our data from SWG further support this claim.

Thus, we can see that the gaze system (or “‘virtual camera’ system) creates
complications for the gesture system in SWG (and most other virtual worlds),
in terms of seeing the avatar animations. Despite the impressive sophistica-
tion of the avatars and the extensive library of animated gestures in SWG,
players often rely more on the textual emotes instead. The result is a player
experience that is more like a text-based MUD, than an avatar-based
MMORPG. Rather than simulating face-to-face, what such a gesture system
simulates is a world in which every time someone performs a visual gesture
they at the same time announce it verbally (e.g., ‘I wave to you™).

5. Discussion: Design considerations

In the preceding analyses we showed how various kinds of private player
activities can hinder players’ ability to recognize each others’ actions and to
achieve tight coordination. On the basis of these analyses, we offer a set of
considerations and guidelines for designing social interaction systems that
better provide for the ““accountability” (Garfinkel, 1967) of player activities.
In general, entirely private player activities should be avoided. Players can
better coordinate their actions when they can see what the other is doing.

In terms of text chat systems (if they continue to be used as the primary
form of “‘talk” instead of voice), other game companies should probably
follow There’s lead and implement word-by-word (or even character-by-
character) posting of chat messages. Such systems produce a turn-taking
system that is more like that in face-to-face, and they better facilitate the
coordination of turns-at-chat with each other and with other joint game
activities. Because avatars move in real time and players act in real time, they
need a ““voice” that responds in real time (or nearer to real time). Otherwise
their utterances in the world run the risk of arriving late.

In terms of embodied activity, game developers are aware that avatars that
stand motionless appear lifeless. The typical strategy for remedying this ap-
pears to be to create animations for autonomic behaviors such as breathing,
blinking, glancing around, and shifting posture. Such animations are known
as “idles.” While this technique certainly helps make avatars appear more
alive, it is only partially successful. Avatars still act like McGrane’s deviant
sociology students: alive but zoned out. Developers can make avatars come
to life even more simply by animating more of the activities that players are
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already performing, such as rummaging through bags, consulting maps, or
chatting privately.

More generally, we want to emphasize that in virtual worlds the presen-
tation of information becomes more than a user interface problem: it be-
comes a social interaction problem as well. Whenever users interact with the
interface, they may also at the same time be engaged in an interaction with
another player. Therefore, their interaction with the system should be made
observable publicly. Again There is ahead of other systems because it sys-
tematically implements an avatar animation for when players have opened a
browser window (i.e., it wears a visor) and an IM window (i.e., it wears a
headset). While this is a good start, it does not go far enough. Providing more
fine-grained cues about what kind of activity the player is engaged is more
powerful, as our addon to WoW demonstrates. For example, the party
members in Excerpt 8 could not only see that Yuk had opened a window, but
that he had opened his “quest log”” and therefore was about to share quests
with Noob. A better system would provide a different avatar animation for
each of Ul activity and could perhaps provide more fine-grained information.

Increasing the level of transparency regarding player activity raises some
interesting issues for players and for designers. For example, in testing our
heightened awareness addon to WoW, we discovered that while revealing
more player activities facilitated coordination, it also revealed new kinds of
clues about player competence. One player worried about “‘looking stupid”
in front of his group mates because they could see that he was repeatedly
consulting his map. On the one hand, this player might have liked to hide his
actions in this instance. Indeed players have become accustomed to the odd
sense of public privacy that virtual worlds enable. On the other hand, the fact
that he was unfamiliar with the area could be useful for his group mates to
know in prompting them to offer help or forgive wrong turns. How much
control should players have in terms of keeping their actions private? Ulti-
mately designers must consider the trade-offs between privacy and trans-
parency and decide what degree of each is most appropriate given the kind of
gaming experience they wish to create.

In addition, avatar gesture systems would be improved by enabling user-
controlled gesture duration. For example, holding a ““bow” would mean that
the avatar remains in the most bent position until the user releases it. Or
holding a “wave” would mean that the avatar continues to wave its hand back
and forth. The easiest way to implement this feature would be that the user
holds down the ENTER key upon typing a gesture command in order to
“hold” the gesture until the key is released. When users can control the
duration of a gesture, they can “hold” the gesture until they can see that the
recipient has seen it and understood it, as in real life. User-controlled gesture
duration would also enable players to be more expressive with a limited set of
pre-defined gestures they already have. Despite the increasing sophistication
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of avatar animations, achieved through motion capture techniques, the fixed
duration of such gestures nonetheless still gives them a mechanical feel.

Finally the management of players’ screen views is notoriously difficult in
virtual worlds. Problems include the fact that screens are not wide enough or
curved enough to easily support peripheral vision (Hindmarsh et al., 2001);
in third-person view, a player’s avatar often occludes his or her view of
others’ avatars; chat bubbles over avatars’ heads can occlude the view of
other characters’ chat bubbles; enclosed spaces (such as houses) can interfere
with third-person views, etc.

To manage the visual display of avatars and chat bubbles on the screen,
different systems use different solutions. Most systems (e.g., SWG, EQII and
SL) use a user-controlled virtual camera. This solution is good in that it
enables users to fix any problems in their view themselves. An alternative
solution is the avatar-rearrangement approach in There. In There players can
join a “‘conversation” group and when they do so, the system rearranges each
avatar in the group into a semi-circular formation. As a result, avatars and
chat bubbles do not overlap on the user’s screen. However, the disadvantage
of this approach is that it totally prohibits the natural arrangements and
movement of avatars during conversation.

A better solution may simply be to enable virtual cameras, but with the
addition of an indicator that makes the player’s view predictable from the
avatar. When the player’s view becomes too offset from the avatar’s orien-
tation, this state is represented in the avatar (e.g., dark glasses or a blindfold
appear on the avatar’s face, avatar closes its eyes, the avatar looks up and
around, etc.). In other words, an “I'm not looking” mode with a public
avatar animation of some kind.

6. Conclusion

As “blockies” have been growing up over the past 15 years, we have seen the
greatest advances in terms of the scale of virtual worlds, or the number of
simultaneous players (i.e., from dozens to thousands), and in terms of the
visual sophistication of avatars achieved through vastly more detailed ana-
tomical models, motion capture of human bodies and the simulation of
lighting and physics. Where virtual worlds have made somewhat less progress
is in the area of social interaction systems. Despite the early work on CVEs
and IRC and advancements in a minority of systems (i.e., There), game
companies are slow to learn from them, and cumbersome interaction systems
continue to be implemented. In general, slippages tend to occur when fea-
tures of a player’s activities (even seemingly insignificant ones) are hidden
from public view. What enables fluidity in face-to-face interaction is the
observability of all manner of activities, which in turn provides for the
accountability (Garfinkel, 1967) of social action.
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In this study, we have used qualitative interaction analysis to try to dem-
onstrate, in a fine-grained way, the impact of certain features of avatar and
chat systems on the players’ experience of virtual social interaction and more
specifically on their ability to tightly coordinate their activities. Concealing
what players are typing, what menus they are accessing, and where they are
looking from fellow players leads to delays and slippages in interaction.
Revealing such features publicly creates a system that provides for better
coordination between players. In general we caution designers in creating any
kind of player activities that are entirely private. When designing any player
activity, game developers should ask, “how might the player at that moment
need to coordinate the activity with those of others?”

Beyond the system features discussed above, there is much room for further
refinement of social interaction systems in virtual worlds. For example, despite
the current predominance of text-based conversation in massively multiplayer
virtual worlds, voice promises to be implemented more and more as a mode of
conversation in the future. Already voice is the predominant mode of con-
versation in the first-person shooter genre of video games in which quick
communication is vital for game play. It is also currently used by players, via
third party VoIP applications (e.g. TeamSpeak or Ventrilo), for “raid” and
“player-vs.-player” (PvP) activity in MMORPGs such as SWG and WoW.

Another major area of future development is to enable free gesticulation
instead of a pre-specified library of avatar gestures. Just as the free compo-
sition of chat messages enables players to say any textual utterance they like,
free gesticulation would enable players to perform any gesture they might
perform with a physical body. Avatars can only become fully functional
vehicles of expression when players can do this. The challenge with this of
course is how the player will control such an avatar. Perhaps the most
promising current approach is that of “‘real-time motion capture” (Richard
Marks, Sony Computer Entertainment America) in which a camera
and other sensors are used to track a player’s body motions in real time and
transfer them to their avatar. Players could then use their own bodies and
faces as joysticks in puppeteering their avatars.

Thus the industry and the player base is already realizing that most
current massively multiplayer worlds place too much burden on the players’
hands as they must be used to “talk,” walk, gesture, interact with objects
and access menus. As Hindmarsh et al. (2001, p. 137) predict, when input
to the system is too complicated, users will have to concentrate on
“working their avatar’ instead of collaborating with others, and thus be-
come alienated from the very activities the environment was intended to
support. This is a fair characterization of today’s MMORPGs as well.
Although players can become very skilled at chatting and “working their
avatars” quickly, it is nonetheless cumbersome and detracts from the
overall immersive experience. Therefore, systems in which players can use
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their voice to talk, their bodies to gesture, and their faces to emote would
dramatically reduce the current workload on the hands and increase the
ease and fluidity of expression. As these and other developments occur, it
will continue to be critical to use a deep understanding of the mechanics of
face-to-face interaction in order to guide design.

Although the study focuses on ‘“‘games,” our primary interest is in
avatar-mediated interaction and virtual worlds more generally. It just
happens that games constitute the most popular form of virtual worlds at
the moment. However, the virtual worlds in video games are already
inspiring other more ‘‘serious” applications. For example, Forterra
Systems Inc. has recently adapted the avatar engine of There to create,
Asymmetric Warfare Environment, a simulation for training U.S. soldiers in
how to communicate with people of the local cultures they encounter. In
addition, Education Arcade has adapted the MMORPG, NeverWinter
Nights, to the study of American history with their game, Revolution. And
it is only a matter of time before online retailers such as Amazon enable
customers to shop together in a virtual 3D version of their website. We
believe that as the applications of virtual worlds diversify, basic questions
of how to simulate the dynamics of face-to-face conversation effectively,
especially the tight coordination of people’s actions, will become increas-
ingly important.

Notes

1. An exception to this trend is Blizzard’s World of Warcraft which uses somewhat blocky
graphics no doubt in order to improve online game performance.

2. For example, Forterra Systems Inc. is using the avatar-interaction engine of There to
create Asymmetric Warfare Environment for training U.S. soldiers in how to communi-
cate more effectively with people of the local culture. Also, the University of California
at Davis is using SL to create disaster-response simulations for training purposes. In
addition, Education Arcade is adapting the NeverWinter Nights game engine to teach
American history in their game, Revolution.

3. Our annotated logs use the following notations, some of which are adapted from con-
versation analysis (Sacks et al., 1974): line numbers appear in the leftmost column;
time codes for messages appear in the next column to the right; descriptions of player
and avatar actions appear in double parentheses; and system-generated messages
appear in italics. In Excerpt 2, we also added timed pauses and gaps in addition to the
time codes in order to highlight their length and make it easier for the reader to com-
pare them with those in the real-time and near-real-time conversations in Excerpts
1 and 3.

4. “Role players” constitute a minority group of players who take their character’s persona
seriously by saying and doing only things the character might do in the fictitious world.

5. Although Atac is in fact one of the researchers, we did not invent this practice. We
observed it initially on a handful of other occasions among the role players we were
studying, but did not capture any of these on videotape. We did, however, incorporate
the practice in our own behavior around role players and captured a few of these
cases.
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